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Executive Summary

In this report we summarize the work performed in WP4 during the first year of the ASCENS project,
and the key results achieved. First, we frame the overall research approach that we have adopted.
Then we introduce the SOTA (“State Of The Affairs”) modeling approach, which we have defined
as an innovative conceptual framework to model adaptation requirements, knowledge requirements,
and to subsequently help designer in choosing the most appropriate adaption patterns. Following,
we present our preliminary taxonomy of self-adaptation patterns and analyze the key concepts and
mechanisms of dynamic self-expression. The ASCENS case studies have been extensively exploited
to assess research activities, also via some early simulation experiences.
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1 Introduction and Research Approach

One of the specific research objectives to be faced by ASCENS, and the specific focus of WP4, is to
study, analyze, and experiment with the various models, schemes, and mechanisms via which auto-
nomic self-adaptation can be expressed, at various levels, in service components (SCs) and in service
component ensembles (SCEs). The ultimate goal is to provide a sound and uniform set of conceptual
and practical guidelines and tools to guide developers of service component ensembles in the engi-
neered exploitation of such mechanisms at the level of abstract system modeling, verification, and
implementation.

The overall goal of WP4 is very ambitious. Indeed, the goal of studying adaptation in general
foundational terms contrasts with the many application- and domain-specific adaptation needs that one
can observe in different scenarios. The risk is that in missing the proper trade-off between generality
and usability. On the one hand, one can approach the problem by trying to be extremely general,
and thus missing in proposing conceptual and practical tools that can be effectively usable in specific
application scenarios. On the other hand, one can approach the problem in a more practical way, e.g.,
by working on real-world examples, and thus being eventually unable to synthesize general-purpose
foundational lessons. The research approach we have adopted has been shaped so to minimize such
risks.

1.1 Research Approach

To tackle the above issue, the first year of activities in WP4 has adopted a very pragmatic approach, as
illustrated in Figure 1. The idea has been to identify the many inter-related activities that are required
to effectively guide towards the most appropriate identification of the adaptation requirements of a
system and, thus, of the most appropriate architectural patterns by which such adaptation can be
achieved. In particular, the adopted research approach (and the scientific/technical contributions that
are currently being provided as a result of the activities) is as follows:

Figure 1: An overview of the research approach followed by WP4.
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• We have tried to model in very general terms the key conceptual dimension of adaptation, ex-
pressed as an observable property of a software system. That is, we have adopted a sort of
“black-box” approach to adaptation in which, abstracting from the actual mechanisms of adap-
tation and from domain-specific aspects of it, we questioned about “what adaptation is for” from
the viewpoint of system requirements and observable behavior of a system. The result of this
process is a robust conceptual and operational framework, SOTA (“State Of The Affairs”), that
can be used to elicit and rationally represent adaptation requirements.

• SOTA can be used to early assess adaptation requirements via model-checking techniques,
which is very important to verify such requirements well before any design choice is made
on the systems. Also, SOTA can be used to help identifying the awareness requirements of a
system, and thus as a tool by which to support the process of identifying which knowledge must
be made available to the system and its components, which processing techniques should be
applied to this knowledge, and which representation better suits such knowledge.

• SOTA enables expressing adaptation requirements without having to early commit to specific
adaptation schemes (a key shortcomings of many approaches to the engineering of self-adaptive
systems). However, and very important for our work in WP4, it represent a useful means to
move towards a “white-box” approach to adaptation, in which choices should be made about
the internal software structures and processes that one can adopt to achieve adaptation. That is,
SOTA can be a means by which one can be guided on identifying the specific mechanisms and
architectural patterns of self-adaptation, by focusing on what such mechanisms and patterns are
for, other then simply on what they are.

• On these bases, we have started classifying and analyzing – at the level of both individual SCs
and SCEs – the possible architectural schemes that can be adopted (and that have been often
proposed in different areas) to express adaptive behaviors. The result of this activity, which will
continue in the following years, will eventually be a rationally organized set of architectural
design patterns [GHJV95], that can help designers in selecting the most appropriate adaptation
solution for their problems.

• The self-adaptive patterns we analyze determine a sort of “weak”, or first-order, adaptation
[ST09]. To push adaptation capabilities farther, and make SCs and SCEs capable of adaptation
beside the specific situations which their current pattern enable, there is need of a “strong”,
or second-order, adaptation: SCs/SCEs should be able to “dynamically self-express” on need
the most suited architectural pattern of self-adaptation. Thus, we will also study the issue of
dynamic self-expression and in particular the mechanisms that make it possible for SCs/SCEs to
dynamically self-express a change in their structure. As of now, this study is can be considered
at a preparatory stage.

1.2 Relations with other WPs

The adopted research approach clearly implies coordinating with other WPs, and helps positioning
and relating with respect to them. In particular:

• The model checking of SOTA requirements clearly implies cooperating and harmonizing with
the activities devoted to verification in WP5. Although a strong cooperation with WP5 was
not originally planned, the possibility opened by the SOTA model as far as model checking is
concerned, calls for a future tighter coupling of the WP4 and WP5 activities.
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• The identification of knowledge requirements in SOTA will support the activities of WP3, where
the issues of knowledge representation and modeling are dealt with [VHGN11]. With this re-
gard, interaction and exchange of information have been already intense over the first year of the
project, and has already led to a substantial agreement on model and engineering issues related
to self-awareness and self-adaptation.

• The SOTA model has been defined and will be refined in strict cooperation with WP1 and WP2,
where a language for SCs/SCEs and innovative formal models for adaptive systems [HW11],
respectively, are being studied by taking into account the lessons of SOTA and, vice versa,
by usefully feeding back our WP4 activities. In particular: two joint meetings with WP1 re-
searchers have been already organized to verify that the WP1 language can support expressing
the adaptation model of SOTA; frequent and intense discussions with WP2 researchers have
taken place to ensure that the mechanisms and models there studied could have been effectively
framed within SOTA and the self-adaptive patterns frameworks.

• All activities have been and will be performed by focusing on the practical application scenarios,
as being studied in WP7. In particular, so far: the e-mobility case study have been adopted to
perform modeling and experiments on model-checking requirements with SOTA; the robotics
case study has been adopted for studying adaptation patterns.

1.3 Structure of the Document

The remainder of this document is organized as follows:

• Section 2 introduces the SOTA model and sketches its main characteristics and potentials;

• Section 3 sketches how the SOTA model can be made operational and can be used – as shown
via examples applied to the e-mobility case study – to effectively model check the consistency
of collected requirements;

• Section 4 shows how the SOTA model can be used to identify requirements for knowledge
modeling and representation;

• Section 5 introduces our early taxonomy of adaptation patterns, details a few patterns we have
identified, and discusses their language-related issues;

• Section 6 analyses the key mechanisms we have identified so far to enable self-expression;

• Section 7 sketches the early simulation experiments we have performed on the robotics case
study.

Eventually, Section 8 summarizes and details the future plan of activities.

2 Black-box Adaptation: What Adaptation is For?

The key motivations for studying adaptation are that: (i) we need to build a system to achieve some
functionalities; but (ii) there are contingent situations that may undermine the capability of achieving
such functionalities, because the system is immersed in an open-ended and dynamic environment;
thus, (iii) means must be devised for the system to be able to achieve its functionalities despite contin-
gencies.
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Accordingly, the starting point for understanding and framing adaptation concept is necessarily in
the modeling of the requirements of the system (i.e., analyzing adaptation from a “black-box” view-
point abstracting the actual mechanism via which adaptation can be achieved), in order to understand
both what the system should achieve, what are the contingencies that may prevent it to achieve, and
what are the mechanisms to achieve despite contingencies.

To this end, we have defined SOTA as a conceptual model to support the analysis of requirements
for complex self-adaptive, and the later architectural design. The SOTA conceptual model will be nat-
urally complemented by more elaborated formal models for adaptive ensembles, as being developed
developed in WP2 coherently with SOTA, and early described in [HW11].

2.1 The SOTA Goal-oriented Modeling Approach

The SOTA conceptual model builds on most assessed approaches to goal-oriented requirements engi-
neering [TPYZ09, MSS+10], and integrates and extends them with recent approaches on multidimen-
sional context modeling [RLS+11]. Such generalization and extension try to account for the general
needs of dynamic self-adaptive systems and components.

In general terms, a goal is a specific “state of the affairs” (from which the SOTA acronym derives)
that has to be reached by an entity. The capability of pursuing a goal naturally matches goal-oriented
and intentional entities (e.g., humans, organizations, and multiagent systems), and consequently auto-
nomic and self-adaptive systems.

Interestingly, goal-oriented modeling of self-adaptive systems enables a uniform and comprehen-
sive way of modeling functional requirements and non-functional ones, the former representing the
eventual state of affairs that the system has to achieve, and the latter representing the current state of the
affairs that the system has to maintain while achieving. For systems that are not goal-oriented in nature
(e.g., systems that simply encode some functionality or service) functional requirements can be ex-
pressed as a NULL goal, while the need for adaptivity reduces to expressing those goals that represent
non-functional requirement. In the following we will talk of “goals” when talking about functional
requirements, and will talk about “utilities” to refer to non-functional requirements (although other
may suggest adopting the term “constraints”).

In SOTA, the “state of the affairs” represents the state of everything in the world in which the
system lives and executes that may affect its behavior and that is relevant w.r.t. its capabilities of
achieving. We could also say that such state of affairs is the “context” of the systems. In particular,
the current “state of the affairs” S(t) at time t, of a specific entity e (let it be an SC or an SCE) can be
described as an n-tuple of si values, each representing a specific aspect of the current situation:

S(t) =< s1, s2, . . . , sn >

As an example, an e-mobility scenario includes a number of entities such as users, vehicles and
parking lot operators, all of which immersed in a multidimensional SOTA space that include dimen-
sions such as: parking space availability, charging lot availability, climate comfort level, other than
dimensions related to the street and traffic situation.

As an entity e executes, its position S changes either due to the specific actions of e or because of
the dynamics of e’s environment. Thus, we can generally see this evolution of S as a movement in a
virtual n-dimensional space S (see Figure 2):

S =< S1,S2, . . . ,Sn >

Or, accordingly to the standard terminology of dynamical systems modeling, we could consider S
as the phase space of e and its evolution (whether caused by internal actions or by external contingen-
cies) as a movement in such phase space.
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Figure 2: The trajectory of an entity in the SOTA space, starting from a goal pre-condition and trying
to reach the post-condition while moving in the area specified by the utility.

To model such evolution of the system in terms of “transitions”, θ(t, t+1) expresses a movement
of e in the S, i.e.,

θ(t, t+ 1) =< δs1, δs2, . . . , δsn >, δsi = (si(t+ 1)− si(t))

A transition can be endogenous, i.e., induced by actions within the system itself, or exogeneos,
i.e., induced by external sources. The existence of exogeneos transitions is particularly important
to account for, in that the identification of such source of transitions (i.e., the identification of which
dimensions of the SOTA space can induce such transition) enables identifying what can be the external,
non controllable, factors requiring adaptation.

A goal by definition is the eventual achievement of a given state of the affairs. Therefore, in very
general terms, the specific ith goal Gi for the entity e can be represented as a specific point in such
space or, more in general, as a sub-space of S, i.e.:

Gi =< A1, A2, . . . , An >,Ak ⊆ Sk

Getting more specific, a goal Gi got an entity e may not necessarily be always active. Rather, it
can be the case that an entity has a goal activated only when specific conditions occur. In these cases,
it is useful to characterize a goal in terms of a “pre condition” and of a “post-condition”, to express
when the goal has to activate and what the achievement of the goal implies, i.e., Gi = {Gpre

i , Gpost
i }

where both Gpre
i and Gpost

i represent two areas (or points) in the space S. In simple terms: when an
entity e finds itself in Gpre

i the goal gets activated and the entity should try to move in S so as to reach
Gpost

i , where the goal is to be considered achieved (see Figure 2). Clearly, a goal with no pre-condition
is like a goal whose pre-condition coincide with the whole space, and it is intended as a goal that is
always active.

Goals represent, to most extents, functional requirements. However, in many cases, a system
should try to reach its goals by adhering to specific constraints on how such goal can be reached.
By referring again to the geometric interpretation of the execution of an entity as movements in the
space S, one can say that sometime an entity should try (or be constrained) to reach a goal by having
its trajectory confined within a specific area (see Figure 2). We call these sorts of constraints on the
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execution path that a system/entity should try to respect “ utilities”, to reflect a nature that is similar to
that of non-functional requirements.

A utility Ui can be typically expressed as a subspace in Se:

U e
i =< A1, A2, . . . , An >,Ak ⊆ Sk

and can be either a general one for a system/entity (the system/entity must always respect the
utility during its execution) or one associated to a specific goal Gi (the system/entity should respect
the utility while trying to achieve the goal). For this latter case, the complete definition of a goal is
thus:

Gi = {Gpre
i , Gpost

i , Ui}

In some cases, it may also be helpful to express utilities as relations over the derivative of a di-
mension, to express not the area the trajectory should stay in but rather the “direction” to follow in the
trajectory (e.g., try to minimize execution time, where execution time is one of the relevant dimension
of the state of affairs). It is also worth mentioning that utilities can derive from specific system re-
quirements (e.g., for an e-vehicle, trying to reach a destination while minimizing fuel consumption) or
can derive from externally imposed constraints (e.g., trying to reach a destination in respect of existing
speed limitations).

A complete definition of the requirements of a system-to-be thus implies identifying the dimen-
sions of the SOTA space, defining the set of goals (with pre- and post-condition, and possibly associ-
ated goal-specific utilities) and the global utilities for such systems, that is, the sets:

S =< S1,S2, . . . ,Sn >

G = {G1, G2, . . . , Gn}

U = {U1, U2, . . . , U
e
n}

In the e-mobility scenario, all the entities such as users, vehicles and parking lot operators, can
be modeled in terms of entities having goals (e.g., a vehicle would like to reach a destination and
park close to it in short time). Also, utilities can be identified related to how such goals can be
achieved. Some of these utilities could be at the level of individual component goals (e.g., reaching
a destination with appropriate climate comfort level in the vehicle itself) or at the global system level
(e.g. minimization of overall pollution or traffic jams).

2.2 Using SOTA

Let us now shortly outline why SOTA is useful, and its definition has been indeed a key preparatory
activity for WP4.

• A sound requirements engineering activity is necessary to pave the way for the effective de-
velopment of a system. SOTA, by gathering from the lessons of goal-oriented requirements
engineering and from modeling approach to context-aware systems, appears very suitable with
this regard. In particular, SOTA supports a simple operational model that makes it possible to
adapt and apply existing model-checking techniques to goals and utilities, and thus assess and
improve requirements identification. This issue is described in Section 3.

• The identification of the SOTA space facilitates identifying the awareness requirements of the
system-to-be. In fact, for a system to be autonomic, i.e., adapt and self-manage its execution
autonomously, it must know whether it is acting in respect of goals and utilities. Thus, it must
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have knowledge of its current and predicted position in the SOTA space for those dimensions of
the SOTA space that are of relevance for goals and utilities. As a consequence, SOTA modeling
can be useful to derive the knowledge and awareness requirements of the system. This issue is
discussed in section 4.

• SOTA is a very practical conceptual framework to help understanding how, i.e., according to
which scheme, a system should be architected to as to facilitate it in adaptively achieving its
goals. That is, depending on the goals and utilities expressed during the requirements engineer-
ing phase, and depending on whether these are global or to be locally associated to components,
it is possible to be guided in the choice of the most suitable architectural patterns, both at the
level of components and ensembles. This specific issues is analyzed in Section 5, along with
the presentation of our early taxonomy of adaptation patterns.

3 Model Checking SOTA Goal-Oriented Requirements

The previous section presented the conceptual model for SOTA. In this section, by turning the concep-
tual model into an operational one, we show how SOTA can be an effective tool to perform an early,
goal-level, model checking analysis for adaptive systems.

In our work, operational software requirements are derived systematically from the underlying
goals and utilities. They contain tasks for goals and utilities modeling (e.g. refinement and de-
composition into requirements) and their operationalization (e.g. identifying the events sequence,
pre-conditions and post-conditions). Our approach essentially integrates and leverages the benefits
of goal-oriented requirements elaboration with formal analysis techniques on event-based systems,
two techniques that can be effectively integrated in a single approach [LKMU08]. In particular, our
model checking approach is based on an operational, event-based, untimed and asynchronous model
of labeled transition systems.

The advantages of the proposed approach are related to exploiting the goal-oriented modeling of
SOTA. It provides a systematic method for modeling real-world goals of a system, such as a refinement
hierarchy, conflicts and exceptions handling, thus gradually deriving specifications that satisfy the
goals. Last but not least, the approach can exploit event-based systems for automating formal analysis
of software architecture specifications, and for supporting software architecture design and program
verification and testing. More specifically:

• Model checking can be used to verify whether a set of required pre-conditions and post-conditions
forms a complete operationalization of a goal or utility.

• Model checking can be used to check the satisfaction of higher-level goals. This allows the
requirements engineer not to confine verification to a single goal or utility but a portion of the
goal graph (i.e. multiple goal or utility operationalization).

• Any inconsistencies and implicit requirements can be detected as deadlocks.

• Animation of the goals-oriented models can be performed using the standard animation and
simulation features of the LTSA.

The current model checking approach is based on formal verification, validation and simulation
techniques provided by the model checker Labeled Transition System Analyzer (LTSA) [MK06] and
its process calculus Finite State Processes (FSP) [MK06]. The formalism that we use to model goals
and utilities is the Fluent Linear Temporal Logic (FLTL) of the used model checker. Fluents have
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been used to provide a uniform framework for specifying properties that combine event and state-
based predicates, and to automatically verify their satisfaction by an event-based model. Our opera-
tional model was motivated by the formal Tropos language [FMPT01] and the KAOS methodology
[vLDDD91].

The approach is explored and validated using the e-mobility case study (individual planning vehi-
cles scenario [HWB+11]) of the ASCENS project, adapted to the goal-oriented requirements modeling
domain. An extended technical report [AZ11] is available that contains full details of the approach
and an extensive elaboration of the e-mobility case study. Full details on the e-mobility case study can
be found in deliverable D7.1.

3.1 Approach Overview

Our overall model checking process (Figure 3) is divided into four main stages.
First, early requirements are described using the well-assessed i* framework’s [MSS+10]. The

i* framework is centered on three concept types: actors, intentional elements and intentional links.
Actors are active entities of the organizational context who perform actions to achieve their goals, for
example vehicle drivers and parking lot operators in e-mobility. We use a strategic dependency model
to describe the dependency relationships among various actors. In the i* framework, there are several
types of intentional elements that can act as dependencies: goals, soft goals, tasks and resources. We
further extend this to include utilities. These represent the intentional elements of our i* model. In
our operational model, a goal is a functional requirement of the state of the affairs an actor eventually
aims to achieve, for example assigning a car park space. On the other hand, a utility represents a
non-functional requirement of the state of the affairs, which is required to be maintained or avoided
by an actor while achieving a goal. Examples of utilities are avoiding low battery levels or maintaining
climate comfort while reaching the destination. Exemplary goals and utilities for the e-mobility case
study are illustrated in Figure 4.

Second, and since the i* model only addressed static aspects, goals and utilities are represented
into an operational SOTA language, to describe the dynamic aspects of dependencies among SCs and
SCEs. The syntax of such SOTA language adopts a context-free grammar, which consists of a number
of productions. To represent the dynamic characteristics, actors, entities and dependencies are repre-
sented as classes in the SOTA language. On the one hand, the grammar provides information on the
class description defining the structure of the instances with their attributes. Attributes (constants or
variables) of a SOTA class are used to represent relationships between objects. The satisfaction of
goals and utilities can be expressed using three goal patterns: achieve, maintain and avoid. In general,
a goal will have the achieve pattern while a utility will have the maintain or avoid pattern. On the
other hand, the grammar defines properties expressed in typed first-order linear-time temporal logic
formula. Properties, which can be pre-conditions and post-conditions, are used to describe the dy-
namic aspects of actors, entities and dependencies. Domain properties provide descriptive statements
about the environment, which can be physical laws or organizational policies. We provide case study
examples of the grammar, instantiating it to classes.

Third, a methodology to map or translate SOTA to event-based, asynchronous FLTL of the LTSA
for formal model checking purposes is provided. To this end, each actor or entity, which can be an
SC/SCE from the object model, is modeled as a finite state process in FSP. Then the bounding of
the SOTA goal-oriented model is performed and fluents are identified. This involves transforming a
SOTA goal-oriented model that has an infinite state space into a finite state fluents-based SOTA model.
On this base, initiating and terminating events for each fluent are defined, and the pre-conditions and
post-conditions for goals and utilities are modeled as asynchronous FLTL assertions. In general, goals
are modeled as liveness properties while utilities are modeled as safety properties in FLTL. Finally,
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Requirements Model
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SOTA Grammar/Language
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pre and postconditions,
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Map SOTA to
Synchronous FLTL
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and Implicit Requirements

asynchronous FLTL assertions, 
safety and liveness properties

synchronous FLTL assertions,
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goals - achieve pattern, 
utilities - maintain, 
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Figure 3: Model checking SOTA goal-oriented requirements: the overall approach.
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Figure 4: Exemplary goal graphs and utilities for the e-mobility case study modeled according to the
i* framework.
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1 const N=4 // number of car spaces in the car park
2 PARKINGSPACECONTROL(N=4) = SPACES[N],
3 SPACES[i:0..N] = (when(i>0) arrive->availableParkingLots[i-1]->SPACES[i-1]
4 |when(i<N) depart->availableParkingLots[i+1]->SPACES[i+1]).
5 VEHICLEARRIVALS = (arrive->VEHICLEARRIVALS).
6 VEHICLEDEPARTURES = (depart->VEHICLEDEPARTURES).
7 ||CARPARK = (VEHICLEARRIVALS||PARKINGSPACECONTROL(4)||CHARGINGLOTSCONTROL(2)||VEHICLEDEPARTURES).
8 assert G_POST_ASSIGNPARKINGSPACE = []<>availableParkingLots[i:1..N]
9 ...

10 // The pre-condition (U_CHARGINGLOTSAVAILABLE) checks whether there is a charging lot
11 // available in the car park before considering availability of parking space.
12 assert G_ASSIGNPARKINGSPACE_CHARGINGLOTSAVAILABLE = (U_CHARGINGLOTSAVAILABLE && G_POST_ASSIGNPARKINGSPACE)
13 ...
14 // A higher-level goal with the use of the && operator
15 assert G_ASSIGNPARKINGSPACE_CLIMATECOMFORT = (U_CLIMATECOMFORT && G_POST_ASSIGNPARKINGSPACE)

Figure 5: FSP code for the ASSIGNPARKINGSPACE goal.

the LTS model of the software-to-be is obtained by composing the component behavior models with
the FLTL assertions defined for the goals and utilities.

In the fourth stage of our model checking process, we verify the asynchronous FLTL assertions
derived for the goals and utilities. Model checking is performed: to identify any incompleteness of
the SOTA goal-oriented requirements model; to identify inconsistencies and implicit requirements that
can be detected as deadlocks; and to animate the goals-oriented models using the standard animation
and simulation features of the LTSA. The counterexample traces generated in the model checking
process can iteratively refine and improve the SOTA requirements model, thus deriving a reliable and
robust requirements specification. This formal analysis is also important for the white box framework
and for the architectural patterns as it can help identify which patterns to adopt.

3.2 Verification: an Example

In this subsection we examine the actual verification with a case study example from e-mobility. The
key goal of the example reported is to exemplify some key advantages of the approach. A more
complete analysis of the case study can be found in [AZ11].

To illustrate goal or utility operationalization and higher-level goal satisfaction, an example of a
goal modeled in the e-mobility case study is provided next. In the description, first, the name of the
goal or utility is provided with a keyword–Achieve, Maintain or Avoid–which specifies the temporal
pattern of the goal or utility. In general, the Achieve pattern is associated with a goal while the Maintain
and Avoid patterns are identified with a utility. Next the goal or utility is described using natural
language to facilitate communication with any stakeholder. This is followed by a formal definition of
the goal or utility using first-order linear-time temporal logic notation. An LTSA model checker-based
FLTL code is provided next to define the goal or utility for verification purposes. Finally, the results
of model checking are discussed with any counterexamples generated.

Goal Achieve[ASSIGNPARKINGSPACE]
Def. Assigns a parking space to an e-vehicle. At least one charging lot needs to be available at the car
park before checking whether a parking space will eventually be available.
FormalDef. []¬(carpark.availableChargingLots = 0) ∧ ♦(carpark.spaces > 0)

The VEHICLEARRIVALS and VEHICLEDEPARTURES processes model the arrival and depar-
ture of vehicles to the car park (ln 5–6, Figure 5). The PARKINGSPACECONTROL process models a
car park with four parking spaces (ln 2–4). It allows cars to enter the park when there is at least one
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Figure 6: LTS model for the ASSIGNPARKINGSPACE goal.

space available.
The CARPARK is the composed process of vehicle arrivals, departures, parking space control

and charging lots control. The post-condition for this goal has been defined as a simple liveness
property, which asserts that it is always the case that a parking space will eventually be available
(G POST ASSIGNPARKINGSPACE, ln 8). The pre-condition for this goal is the utility
U CHARGING-LOTSAVAILABLE, which specifies that at least one charging lot needs to be available
at the car park. The automatons generated from this property are provided in Figure 6.

The automaton for G ASSIGNPARKINGSPACE CHARGINGLOTSAVAILABLE corresponds to
the negation of the property as required by model checking. It illustrates that * actions are required in
state 0. These actions allow the automaton to non-deterministically move to the acceptance state. As
there is parking space available there is no counterexample trace generated for the post-condition of
the goal. Ln 14–15 provide an example of a multiple goal operationalization with the use of the &&
operator. G ASSIGNPARKINGSPACE CLIMATECOMFORT is a higher-level goal concerned with
achieving user preferences (Figure 4). Goal decomposition is performed by refining it through the
conjunction of U CLIMATECOMFORT and G POST ASSIGNPARKINGSPACE.

A typical problem that can occur in goal-oriented modeling is that an inconsistency or an implicit
pre-condition can result in a deadlock in the specification. An inconsistency in the specification can
occur for several reasons. For example, if the post-condition of a goal does not imply its pre-condition
then the system might be in a state where the post-condition is true but the pre-condition is not. So the
goal needs to be satisfied but it is not, thus leading to an inconsistency.

To illustrate this, let us consider the assign parking space goal discussed previously. A pre-
condition was defined for this goal, which is the utility U CHARGINGLOTSAVAILABLE (ln 10–12,
Figure 5). This utility specifies that at least one charging lot needs to be available at the car park.
The pre-condition checks whether there is a charging lot available in the car park before considering
availability of parking space. There can be a situation where there is a parking space available (post-
condition satisfied) but no charging station (pre-condition not satisfied). As a consequence, the goal
needs to be satisfied but it is not, thus leading to an inconsistency.

On the other hand, implicit pre-conditions occur due to interactions between requirements on
different goals. An implicit pre-condition occurs in the following scenario. A post-condition of a goal
may implicitly prevent another goal being applied even if all the pre-conditions for the second goal
are true. Such a situation can cause a deadlock in the specification if we do not model additional
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constraints or properties to avoid it. Nevertheless, there is a benefit associated with implicit pre-
conditions as it allows requirements engineers to derive a more reliable specification.

The goal-oriented requirements models of SOTA can be animated using the standard animation
and simulation features of the LTSA tool (for example, see Figure 6). This can be used to explore
model behaviors interactively with the users and other stakeholders. Counterexample traces generated
can be used to iteratively refine and improve the SOTA requirements model, thus deriving a reliable
and robust requirements specification.

4 Modeling of the SOTA Space and Knowledge Requirements

The “state of the affairs” is a very general concept, and its dimensions include anything relevant to
keep a system up and running. Specifically, these can include hardware characteristics (e.g., available
memory, load of CPU, network bandwidth, available sensors and devices), software characteristics
(e.g., value of internal parameters, state and availability of related software components, current state
of inter-components interactions, access to shared resources), as well as environmental characteris-
tics (temperature, whether conditions, location and speed, state and availability of specific physical
resources and objects, etc.).

Accordingly, prior to analyzing goals and requirements, a key issue in SOTA concerns acquir-
ing a proper understanding of the domain-specific state of the affairs. This includes the phases of
Identification, Virtualization, and Metrification.

4.1 Identification

First, it is necessary to understand which characteristics are relevant, considering both goals and utili-
ties of the observed system. For both of them, areas Ai ⊆ Si can be expressed in terms of conditional
expressions over the values in Si. In the case, one of the dimensions Si are not relevant towards the
achievement of goals or towards the utilities, then for such goals and utilities Ai ≡ Si.

Indeed, in many practical cases, goals and utilities involves only a limited fraction of the n dimen-
sions of the overall state of affairs space. That is, Gi is expressed as a set of points or areas in an m
dimensional space (with m < n), projection of the original space, disregarding what happens in some
of the S dimensions. If we consider a base vector:

B =< b1, b2, . . . bn >, bi ∈ {0, 1}

such that

bi = 0⇔ ∀Gi ∈ G ∧ ∀Ui ∈ U −→ Ai ≡ Si

then goals and utilities can be expressed in the sub-dimensional space:

SS = B × S

The sub-dimensional space SS is important because it defines what information is relevant for the
system, and which ones can be disregarded. That is, it drives the requirements for which knowledge
has to be acquired, modeled, and made available to SCs and SCEs to enable adaptivity.

In addition, one should also account for specific contingent situations of the SOTA that may affect
the capability of a system of achieving its goal in respect of the utilities, and that are not explicit in
either G or U. It may be necessary to identify these contingencies, identify when and how they could
affect the capability of the system, and turn these explicitly either as utility functions (if we want to
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find ways for the system to handle such situations in any case) or as “impossibility areas”, i.e., areas
of the SOTA space in which the system, however self-adaptive, will no longer be able to achieve.

As an example, consider a robot whose goal is to explore and map an environment with (as util-
ity) the maximum possible speed will not have “temperature” as a natural dimension of the SOTA.
However, if we imagine the robot finding itself exploring a building in fire, then we can chose: to
continue ignoring this contingent state of the affairs and let the robot get burned, or to integrate tem-
perature as an additional dimension in the SOTA space and define a utility function associated with the
exploration goal that makes the robot stay away from high temperature areas. To most extent, if we
assimilate the identification of goals and utilities to the “use cases” of traditional software engineering,
the identification of such additional situations can be thought as the identification of the “alternative”
situations in use cases.

So far, we assume that all dimensions in S are independent from each other; that is, a movement in
Si does not affect the positions in the other dimensions Sj . Unfortunately, this is not always the case:
the very characteristics of the domain can induce domain-specific constraints on how the movements
can occur in such space. For instance, speed and residual battery of a modern electric vehicle are
clearly related. Changing speed implies a change in battery’s duration. Therefore, along with the
identification of the goals and utility sets G and U, it can be useful to identify constraints on the
SOTA dimensions and on the “trajectories” that a system can follow on them.

4.2 Virtualization

Each of the identified relevant dimensions of the SOTA space implies the need for the SC/SCE to
acquire information about its current positioning within the space. That is, there must exist some
actual sensors to acquire the corresponding information. However, this is not a challenging issue per
se: a number of different sensors are available to measure the most diverse features: from hardware-
related to software-related ones, from those related to events of the physical world, to those related to
the social world.

The key issue, instead, is that of providing SCs and SCEs with an appropriate view of what’s
happening, i.e., leveraging the typical low-level and punctual perspective of the actual sensors into
that of a “virtual sensor”, capable of providing an appropriate view representation of the values in that
dimension, specifically tuned for the needs of the SCs/SCEs under analysis.

As an example, with reference to the e-mobility scenario, consider a system that is devoted to assist
drivers as they drive. One of the dimensions of the SOTA space for such system can be the current
attention level of the person. As of today, even the simplest smart phone embeds accelerometers to
monitor the current patterns of movement of a user. However, actual accelerometers report movements
in terms of raw numeric time series, whereas for the activity dimension of the SOTA space to be
usable it would better consider activities as represented in terms of values such as “looking ahead”,
“sleeping”, “looking rear”. That is, as if a virtual sensor existed capable of reporting activity data in
such terms.

Another important aspect of the virtualization process is that it detaches the provisioning of the
virtual information from that of the actual sensors. For instance, it becomes irrelevant for an SC
or SCE to know which actual sensor feeds virtual sensors. Consider the case of the human activity
dimension. While the most obvious choice for producing such virtual information are smart phone
accelerometers, one could also adopt also image processing techniques to provide such information,
or even couple image processing with accelerometers to fuse the contributions of both into a more
reliable composed virtual sensor.

In general, virtual sensors are useful for: (a) grouping a number of physical sensors for the sake
of fault tolerance; (b) transparently converting low level sensor readings into semantically relevant in-
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formation; and (c) grouping different physical sensors allowing multi-modal recognition capabilities.
The issue of identifying, during the modeling of a system, which kinds of virtual sensors are

required to enable and facilitate adaptation, is thus necessary to properly drive activities related to
knowledge modeling and processing, the latter required to turn physical sensors into virtual ones.

4.3 Metrification

The above process of virtualization implicitly carries the definition of the granularity of transition.
That is, a transition for a component e, as previously defined:

θ(t, t+ 1)e =< δs1, δs2, . . . , δsn >, δsi = (si(t+ 1)− si(t))

takes actually place and is perceivable by the component e itself only if some of the δsi are differ-
ent from 0 according to the virtual sensors values.

Hence, once the virtual sensor dimensions of the SOTA space are identified (and thus the granu-
larity of transition), it may be necessary to associate a “metric” to the values in that space, to enable
SC and SCE assessing whether they are properly aiming towards goal and towards the respect of the
utilities.

As an example, a simple dimension such as temperature, may require to be mapped on different
scales depending on the application scenario. A robot, to avoid get burned, may properly use a virtual
temperature sensor with a scale of 10C. An driver-assistance system, on the other hand, may require a
virtual temperature sensor with a scale of 0,1C.

In many cases (e.g., for the temperature, whatever the virtual scale) dimensions can be expressed
as metric spaces of numerical values. In case of nominal values, instead, the issue of defining a
proper metric (i.e., which concept is close to which other, and how a transition between concept
can take place) arise. For instance, it is not straightforward to define a metric among high level
concepts such as user activities. In some cases, it is possible to convert them into numeric values (e.g.
standingstill = 0, walking = 1, running = 2, biking = 3, driving = 4) while in other cases the
dimension has to be considered discrete.

4.4 From WP4 to WP3: Knowledge Requirements

All the above consideration about the modeling of the SOTA space eventually ends up in identifying
in a quite accurate way the needs for the knowledge that a system has to achieve and how to properly
adapt. In general terms, the modeling of the SOTA space, helps clearly separating the phases related to
the modeling (and later implementation) of the system component to the one related to the modeling
(and later implementation of associated processing and representation techniques) of the knowledge
that they have to manage.

From the viewpoint of the ASCENS project, the modeling of the SOTA space is the natural inter-
section between the activities of WP3 and WP4: the identification phase is naturally in charge of WP4,
the metrification is naturally in charge of WP3, while the issue of virtualization has to be necessarily
addressed as a joint WP3/WP4 activity.

Further to this, the following of our analysis, and in particular the “white box” one, could help
identifying further requirements for the knowledge dimension, in particular as far as the issue of
whether knowledge should be locally to some SCs or globally to some SCEs. For example, an initial
conclusion is that a SC may have three levels of knowledge: (i) a complete self-knowledge that en-
compasses functionalities, internal structure, abilities, goals, policies, local services, execution history,
current situation, activities, intentions, etc.; (ii) incomplete but sufficient knowledge of its ensemble
in terms of common goals, ensemble states, communication mechanisms and interfaces, neighboring
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SCs, groups, etc.; and (iii) a rather general understanding of its operational environment in terms of
concepts, objects, events and situations. Further detailed requirements for knowledge representation
and reasoning have been elaborated in [VHGN11], and include:

• knowledge models: knowledge should be structured in four knowledge models: SC, SCE, envi-
ronment and situations;

• knowledge specification and storing: knowledge is a formal specification of knowledge data
stored by SCs and retrieved by inferential engines;

• ontology support: the ontology approach should be used to structure knowledge;

• general and factual knowledge: facts, rules and constraints should be used to allow for general
and factual knowledge about predicates, names, connectives, quantifiers and identity;

• distributed reasoning: knowledge might be shared for reasoning involving multiple SCs;

• situations: situations should be elaborated as a knowledge entity;

• policies: behavior policies might be used to drive the SCs in situations;

• experience: SCs experience need to be automatically stored and retrieved for reasoning pur-
poses.

5 White-box Adaptation: Adaptation Patterns

The SOTA modeling approach is very useful to understand and model the functional and adaptation
needs of a system, as well as to check the correctness of specifications.

However, when switching from the “black-box” requirements analysis to the actual “white box”
design of a system, the issue arise of identifying which architectural schemes should be chosen for
individual SCs as well as for SCEs. With adaptivity in mind, the goal of such choice is to make sure
that the adopted architectural scheme can support the capability of the system of self-adapt its behavior
without undermining its functional behaviors.

5.1 Rationale for the Analysis of Adaptation Patterns

The way we have initially undertaken the study of self-adaptation for SCs and SCEs have been by
identifying the key architectural patterns that could be adopted to enforce self-adaptation (other than
self-expression) at the level of individual components and of ensembles. The result of this early
analysis is extensively described in [CPZ11]. The rational underlying it can be summarized as follows:

• The capabilities of self-adaptation in a system necessarily requires the existence of control
loops, as it is widely recognized in the area of self-adaptive systems [BDMSG+09, CdLG+09,
VWMA11]. Control loops implies that, somehow, there exist means to inspect and analyze what
is happening in the system (at the level of SCs, or SCEs, or at the level of the environment in
which they situates) and have components of the systems react accordingly.

• Therefore, framing the possible architectural means by which such feedback control loops are
integrated in the system (whether integrated explicitly by design or emerging implicitly from
interactions) can be a suitable approach to identify self-adaptation patterns and reason on them.
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5.2 Taxonomy

The taxonomy of patterns that we have originally identified is schematically represented in Figure 7.
Without entering here into details (for which we forward the reader to [CPZ11], we can see that:

• At the level of individual components, and beside non-adaptive primitive service components
(i.e., simply capable of providing functions) the three main self-adaptive patterns categories
are: (i) reactive service components that are not coupled with an explicit control loop, but such
control loops exists only implicitly in their interactions with the environment (as in reactive
agent and component systems [BBD+06]); (ii) components that have an internal control loop to
direct their goal/utility-oriented behavior (as in intelligent and goal-oriented agents [BBD+06]);
(iiI) autonomic components explicitly coupled with an external control loop that monitor and
direct their behavior (as in most of autonomic computing architectures [KC03, HKC+06]).

• At the level of ensembles, the three key pattern categories are: (i) ensembles for which the
overall adaptive activities are not explicitly engineered by design, but for which adaptiveness
(and control loops) emerge from the interactions of the components with a shared environment
(as in phermone-based [BCD+06, KT11] and field-based approaches [MZ09]); (ii) ensembles in
which the overall adaptive behavior is explicitly designed by means of specifically conceived in-
teraction patterns between components (e.g., choreographies or negotiations [BS97, JFL+01]),
and in which mutual interactions implies the existence of control loops; (iii) ensembles in which
there exists a set of components or “coded behaviors” that have the explicit goals of enforcing
a global control loop over the ensembles, i.e., of controlling and directing their overall behavior
(as in coordinated systems and electronic institutions [ERAS+01]).

In addition, as from Figure 7, patterns at the component level are not orthogonal to the ones at
the ensemble level, e.g., it is not possible to adopt a negotiation patterns in a ensemble of reactive
components. This consideration is very important in that it can be useful to help designers in com-
prehensively attacking the choice of the most suitable adaptation patterns at both the component and
ensemble level.

5.3 Patterns and SOTA

From what already said, a catalog of patterns makes sense if it can guide designers in making choices.
However, after the preliminary analysis we have reported about (and which we consider very useful to
frame some key ideas) we found it difficult to proceed with the activities to produce a complete catalog
of self-adaptive patterns. In fact, for the catalog to be complete and capable of providing guidelines,
it had to be based on experiences and/or on some solid formal ground, neither of which we had at the
beginning of the project.

To this end, beside experiences on the case studies that will be extensively performed during
the second year of the project (and that have already started [Puv11]), we have studied how SOTA
modeling could provide advantages in the identification and modeling of patterns.

To understand what it could means to model patterns in terms of SOTA consider these two minimal
examples of (incomplete) patterns description.
Reactive Service Component

• Characteristics: Reactive Service Components are characterized by the capability of perceiving
(a portion of) the SOTA space and of applying actions to modify its position in it in the medium
term (that is they have utilities). However, they do not have means to aim in the long term, that
is, they do not have goals.
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Figure 7: An overview of self-adaptation patterns.

• SOTA Model: G = {∅},U = {U1, U2, . . . , Un}

• When to Adopt: As a general rule, this pattern has to be adopted for a component when:

– There is need for the component to ensure specific non-functional requirements in the
provisioning of its services but the goals are expressed at a higher-level of the overall
system, and cannot be mapped into individual goals

– External events are frequent and need a rapid adaptation.

• Examples: Examples of components that use this pattern can be found in ant-based foraging
systems [BDT99] and motion coordination [MMTZ06].

Goal-oriented Service Component

• Characteristics: Goal-oriented Service Components are characterized by the capability of per-
ceiving (a portion of) the SOTA space and of applying actions to modify its position in it in
the medium term (that is, they can have utilities) as well as in the long terms (that is, they have
goals).

• SOTA Model: G = {G1, G2, . . . , Gm},U = {U1, U2, . . . , Un}

• When to Adopt: As a general rule, such pattern has to be adopted when:

– There are components that are goal-oriented in nature (e.g., robots or navigator-enabled
cars);

– There are components that, despite being simply service-oriented in nature, they actively
try to adapt their behavior, even without waiting for external call (or stimuli).
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• Examples: An example of the use of this pattern is Jadex [BPL05], that supports cognitive agents
by exploiting the BDI model. Other examples are goal-oriented systems, like robots [KBM98].
Another example of architecture that describe the component using this kind of patter can be
the Rainbow architecture [CPGS09].

In both this examples, as preliminary as they can be, one can see that reasoning in terms of SOTA
can facilitate both the description of the patterns and the understanding of when to adopt them.

In addition, from the analysis and model checking of the overall set of SOTA goals and utilities for
a system to be, further hints can be derived for how (i.e., via which patterns) to architect the overall
system. Although this study is only at the beginning, we can give a feeling of how this could happen.

Consider that, after the SOTA analysis and its model checking, one find that there exists two goals
Gi and Gj that are “conflicting”, i.e.,

Gpre
i ∩Gpre

j 6= ∅ ∧Gi ∩Gj = ∅
Then it is clear that if both these goals have to be pursued at the same time by the system, the

designer is necessarily forced to decompose the system into two SCs (or SCEs), each of which devoted
to independently try to reach the goal.

Consider instead that the analyst identifies the existence of two goals Gi and Gj that are “compat-
ible” with each other, i.e.,

Gpre
i ∩Gpre

j = ∅
Then in this case the designer can evaluate to collapse the achievement of these two goals into a

single one, to be assigned to a single goal-oriented SC (or SCE). In alternative, if the analysis shows
that these two goals assume in any case the existence of two different SCs, the design can evaluate the
possibility of realizing these two SCs with a simple reactive patterns and collapse the two goals into
a single one, whose adaptive achievement is left in charge of a single external controller for the two
SCs.

As preliminary and simple as these examples can be, they show the potentials of SOTA modeling
in design, other than in analysis.

5.4 Adaptation Mechanisms and the ASCENS Language

For all the above adaptation patterns, the existence of a control loop implies the possibility for SCs
or SCEs system to “understand” when and how to adapt. That is, to understand in which condition
adaptation should take place and to put the appropriate adaptation actions at work, However, when
it comes to implementation, adaptation mechanism must be put in place, and there must be means
for designers and programmers to specify the actual adaptation mechanisms in simple and expressive
terms.

In recent years, Aspect-Oriented Programming and Context-Oriented Programming have emerged
as very flexible and promising approaches for programming self-adaptive software systems [GPS10,
GPS11]. The idea is to make available language constructs and mechanisms by which to specify –
within software components – which “situations” require adaptation and to dynamically activate the
most appropriate behaviors (i.e., methods or algorithms) in response to them.

Accordingly, a necessary activity in the study of self-adaptive patterns, described in detail in
[GLPT12], has been to:

• Understand how self-adaptive patterns could be effectively modeled within a tuple-based coordi-
nation language, to assess the coherence of the identified patterns and of the ASCENS language
being defined in WP1;
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• Understand how the adaptation mechanisms typical of AOP and COP can be effectively ren-
dered within the ASCENS language under definition.

Such study, other than helping to better understand the relations between adaptation and program-
ming languages, forms a necessary ground on which to rely to improve and refine our pattern catalog,
i.e., to include examples of realization of each patterns in the ASCENS language.

6 White-box Adaptation: Towards Self-expression

As from previous discussion, a self-adaptation pattern specifies a specific architectural design for SCs
or SCEs, with a specific accent on how the control loop enabling adaptation is integrated in them. A
specific choice for the engineering of such control loops can make a system capable of adapting to a
hopefully large, yet necessarily limited, range of contingencies.

Accordingly, a stronger, sort of meta-level, form of structural adaptation may be required, which
is what we define “self-expression”. Whenever the patterns adopted in a system (for some of its
SCs or SCEs) appears do not longer adequate to properly and/or effectively support adaptation, a re-
engineering of the structure of the system may be required, to re-shape the control loops that ensure
adaptation.

6.1 Examples of Dynamic Self-expression

We have analyzed with more details the issue of self-expression in [ZBC+11]. Here, to clarify, we
shortly summarize a there reported example of self-expression applied to the robotics case study.

Let us assume to have a large group of robots in charge of collectively explore and map an unknown
environment. In this case, and given the availability of many robots, it is possible to think at organizing
the group as a “swarm”, and exploit collective intelligence to reach the goal. That is:

• Have each robot be programmed as a simple reactive entity (at least for its tasks related to
exploring and mapping), i.e., without associating to each of them a control loop;

• Have the coordination among robots be based on repulsive pheromone trails (as in ant foraging
[BDT99]), i.e., have an implicit set of control loops embedded in the mediated pheromone-based
interactions that ensure adaptivity [BCD+06].

However, let us now assume that, for some unforeseen reasons, many of the robots dies (e.g.,
ran out of batteries earlier than expected due to high humidity rates). In this case, the swarm pattern
(which requires a large number of robots to be effective) can soon turns to be ineffective, and a pattern
based on direct goal-oriented negotiation between robots becomes be more suitable. This requires
the group of robots to change their pattern of interactions (to switch from a swarm-based pattern to a
negotiation-based one) and the robots themselves to switch from acting as simple reactive entities to
acting as rational goal-oriented entities.

In a sentence: both the robots and the ensemble of robots have to self-express different patterns to
re-engineer the structure of the control loops, in order to preserve effective adaptive capabilities.

6.2 Basic Mechanisms for Dynamic Self-expression

The study of self-expression in the first year involved, beside clarifying the issue by means of exam-
ples, identifying the basic mechanisms by which such self-expression can be actuated, either at the
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level of SCs or of SCEs. Such basic mechanisms then form the basis from cataloging the patterns that,
applying such mechanisms, enables an SC or an SCE to switch from one adaptation pattern to another.

Concerning the basic mechanisms, these have to be mechanisms that enables a dynamic change in
the architecture of a component or ensemble. In the area of self-adaptive software [ST09], the issue
of identifying such mechanisms have been extensively studies [ADLMW09, RC10], and there is a
general agreement that the basic mechanisms include:

• Internalization. An individual software component (or a software system) internalizes some
new component or behavior to change its basic internal architecture;

• Dismission. Vice versa, a component (or a software system) dismisses some of its components
or behavior.

When contextualizing this basic mechanisms to the specifics of adaptive SCs and SCEs, and with
a specific focus on the architecture of control loops, we obtain (for the level of individual SCs) the
following mechanisms:

• Attachment of control loop, e.g., a reactive service component becomes a component explicitly
coupled with an external control loop.

• Internalization of control loop, e.g., an autonomic service component becomes a goal-oriented
component with an internal control loop.

• Externalization of control loop, e.g., a goal-oriented service component with internal control
loop externalize its control loop to become an autonomic component;

• Dismission of control loop, e.g., a goal-oriented service component dismisses its control loop
to become a reactive service component.

Basically, from the viewpoint of SOTA modeling, this mechanisms imply dismissing, internal-
izing, or externalizing, the issue of controlling the achievements of specific goals and utilities (see
Figure 8).

Switching from the mechanism viewpoint to the pattern one, a pattern of dynamic self-expression
expresses a movement from one adaptive pattern to another one by applying the necessary mecha-
nisms. With reference to Figure 8, a possible pattern is the one in which a goal-oriented service com-
ponent becomes a reactive service component by applying a mechanism of dismission of its internal
control loop, and thus dismissing its responsibility over the taking care of goals and utilities.

At the level of SCEs, similar considerations could apply. However, it is clear that the application of
self-expression mechanisms at the level of SCEs cannot abstract from applying (a set of) mechanisms
at the level of the individual SCs. Also, we emphasize that dynamic changes in the structure of the
control loops devoted to control the achievement of goals and utilities necessarily affect the kind of
knowledge that components have to manage. That is, externalizing or internalizing control loops
necessarily implies externalizing or internalizing some knowledge.

Over the second year, the comprehension and formalization of self-expression patterns will pro-
ceed in parallel with the study and experimentation of the self-adaptive patterns to which they apply,
and of the implications of this on knowledge management.
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Figure 8: Patterns of individual dynamic self-expression.

7 Robotic Simulations

To better understand what adaptation means in practical terms, how adaptation can be performed both
at level of SCs and at level of SCEs, as well as to enrich our pattern catalog with specific guidelines
for their adoption, it is important to ground on practical experiences.

To this end, we have started experiencing with the robotics case study, in particular with the support
of the ARGoS open source robot simulator. The key goals of our first experiences have been to unfold
the idea of black-box adaptation and to pave the way for a better understanding of patterns.

The scenario we choose to kick off experiences [KB00] is aimed at understanding how each robot
can contribute to system-level adaptation, and consider a group of robots in an environment. Each
robot has the individual goal of finding some objects (sorts of virtual “food” items) in the environment
and, carrying one at a time, move them back to a specific location of the environment. At the level of
robot ensembles, though, a global goal (better, in SOTA terms, a global “utility”) is that of preserving
the overall level of batteries in the group of robot so as to ensure that the goal of finding and moving
all objects can be achieved.

Starting from this scenario we already performed a set of different simulations, whose detailed
description can be found in [Puv11], of which here we sketch only some key points.

In Figure 7 it is represented the area in which robots (situated in the lower part of the area, and
acting as a virtual “nest” for the robot) normally reside, and where objects are (black dots) randomly
distributed in it. The goal for robots is to periodically go out of the nest to find object to get back to it.

To shortly discuss a simple experiment, we have experienced a strategy in which, the robots of
the group, after having spent some time out of the nest for finding food, rest in the nest for a time
proportional to the time they have wondered around before finding food. The idea is: the more difficult
is to find objects, the more is better to rest, not to have the whole group exhaust its batteries. As it can
be seen in Figure 10 (where the X axis represents the simulation time and the Y axis represents the
number of robots currently searching for food), such a simple strategy make the average number of
active robots in the group adaptively change depending on the amount of existing food items (FI).
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Figure 9: The arena of the robotic simulation.

Figure 10: Results from a simple simulation experience.

8 Summary and Next Steps

Let us now summarize the key results achieved, and sketch the plans for the next year activities, also
outlining how they relate with the other WPs of the project.

8.1 Summary

Overall, the first year of the activities within WP4 has brought a substantial amount of interesting
scientific results. Specifically:

• We have defined the SOTA model, which can act as a sound comprehensive methodological
foundation for studying self-adaptation and self-expression.

• We have shown how the SOTA model can be an effective tool for enabling early checking of
requirements in complex autonomic software systems, and can interestingly more strongly relate
the activities of WP4 with those of WP5.

• Again based on the SOTA model, we have defined guidelines for helping in identifying the
requirements for knowledge modeling and identification. This activity has been performed in
strict relation with WP3.
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• We have defined a frame for classifying and identifying the key patterns of self-adaptation and
self-expression in autonomic service component ensembles, and modeled a set of key relevant
patterns. In addition, in cooperation with WP1, we have analyzed the issue of expressing such
patterns via a suitable programming language for adaptive systems.

• We have started some initial experiences on the ASCENS case studies.

8.2 Plans for Next Year Activities

The activity of the first year has solidly paved the way for a smooth continuation of the activities in
the next year, as well as for a tighter integration of the activities with the other WPs. In particular:

• Perform extensive simulations, and some real-world experiments, on the ASCENS case studies,
to gather feedbacks and knowledge related to the behavior of the identified self-adaptive pat-
terns, and eventually complete the pattern catalog. This work is expected to be carried on in
strict cooperation with WP1, as far as the rendering of these patterns in the ASCENS languages
is concerned, and with WP2, to start experiencing also with patterns based on advanced (e.g.,
game theoretic) mechanisms.

• Directly related, analyze how and in which conditions self-expression patterns can be effectively
applied. This will require continuing the analysis of the WP7 case studies and of use cases
within.

• Analyze how and to which extent the SOTA model, and in particular a requirements analysis
based on SOTA, can facilitate designers in choosing and engineering the most suitable self-
adaptive patterns for a system to be. This activity will be performed in strict cooperation with
WP3, as far as the modeling of the associated knowledge is concerned, and with WP5, to be
possibly supported by model checking techniques.
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